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What is TTS?

Language Processing (Front 
end)

Speech Production 
(Back end)

LFs

Typical Traditional TTS System

Tokenization Text 
normalization

Phonemic 
analysis Phrasing Prosody

NLP like stuff

Text

Acoustic 
modeling

Speech 
Generation

Post 
processing

Speech processing like stuff

Text Machine 
Learning

Current TTS direction?



Wavenet
AR Wavenet

(van den Oord et al 2016)



Wavenet

linguistic features

conditioning 
stack

linguistic 
conditioning

(van den Oord et al 2016)



Parallel Wavenet

(van den Oord et al 2017)



Wavenet summary

● Traditional wavenet takes Linguistic Features (LFs) as 
input waveform as output

● AR model is very slow
● Parallel model is hard to train

○ Quality can be less than AR model
○ Difficult to train multi-speaker models



Tacotron

Text
Norm. G2PNLP, 

Lexicon
Duration 
Modeling

Pitch 
Prediction

Acoustic 
Prediction

Vocoding /
Synthesis

Encoder Attention Griffin-LimDecoder + Post-Net

(Wang et al 2017)



Tacotron architecture

Tacotron (Wang et al., 2017)

Attention

A r e n ’ t

Pre-net

CBHG

Character embeddings

Attention RNN

Decoder RNN

Pre-net

Attention RNN

Decoder RNN

Pre-net

Attention RNN

Decoder RNN

Pre-net

Post-processing Net

Linear-scale
spectrogram

Mel-spectrogram
with r=3

Griffin-Lim reconstruction

Attention is applied to 
all decoder steps

<GO> frame

Encoder representation.



(Shen et al 2018)

Tacotron 2



Tacotron Summary

● Tacotron variants take one of either characters as input or 
linguistic features

● Tacotron (core) output is a spectrogram
○ Can either be converted to speech algorithmically
○ or with a Wavenet model built to take a spectrogram 

as input.



Plug and play toolbox

The linguistic input to the model

● End-to-end vs traditional 
front end

The structure of the model

● Wavenet full mode vs 
wavenet as a vocoder

WaveNet

WaveNet

LFs

Tacotron

Tacotron

G
L

WaveNetTacotronLFs

Characters

Characters

Classic 
Wavenet

Classic 
Tacotron 2

Classic 
Tacotron



Prosody

Traditionally Prosody in TTS has been:

● Phone Duration prediction, then F0 prediction
(e.g. Fujisaki et al 1984, Van Santen 1994, Black & Hunt 1996, Vainio et al 1999, 
Fujii et al 2003)

● Formant synthesis →  Diphone synthesis → Unit selection 
synthesis → SPSS



Many problems

● Modelling duration independently
● Very English / Western European centric

○ F0 not always a primary correlate of prosody
○ No real account for lexical pitch accent
○ Average energy?

● Assumption is that we are dealing with isolated citation 
form sentences.



We don’t really understand prosody very well.

Speech is older than written language.

However, linguistics is traditionally about written language

Saussure: La Langue rather than La Parole

Chomsky: Competence rather than Performance

(Fred Cummins, Speech Prosody 2014) 



Prosody example - Semantic variation

         “John won at Mary’s”



John won at Mary’s

Time

f0

http://www.youtube.com/watch?v=H7OoiLVQ1O4


Time

f0

John won at Mary’s

http://www.youtube.com/watch?v=CdXvmrgiXZs


John won at Mary’s

Time

f0

http://www.youtube.com/watch?v=fgg1_vyF0Z0


John won at Mary’s

Time

f0

http://www.youtube.com/watch?v=SX_iUZh9-hI


John won at Mary’s

Time

f0

http://www.youtube.com/watch?v=AdIa4nh7ZpU


John won at Mary’s

Time

f0

http://www.youtube.com/watch?v=HCkhgibR3Rs


Prosody example - Different style

(This is natural speech, not TTS!)

https://docs.google.com/file/d/1Z0QHzJYGrqi8139KRXk7YUhRZUO9FRZd/preview
https://docs.google.com/file/d/1oAAkfznCepO2Sz5yddYdf3d12wzur-8c/preview


Recent prosody work at 
Google
Two approaches to address some of these 
problems.



Clockwork Hierarchical Variational 
Autoencoder (CHiVE)

Work by V. Wan, C. Chan & R. Clark
Contributions by J. Vit & I. Hodari

A structured approach to try to address:

1. The same text can be said in many different ways with many different styles and emotions.
2. Current model (LSTM) are local frame based models.

● 100 frames of LSTM memory is 0.5s which is only a couple of words max. 
● Need globally consistent contours

○ Y/N-Questions    Low - Low - High   vs  WH-Question  High - High - Low

3. Joint modelling of f0, c0 and duration.

● Prosody is more than just f0. 



CHiVE overview

We need a model that can:

● Process multiple versions of an utterance without learning 
the average

● Synthesise different version of an utterance

� Use Latent variable to model this variation at the utterance 
level - Conditional Variational Autoencoder.

Utterance 
prosodyLinguistic features

𝝁 𝞼



Decoder in more detail

Different layers in the model are 
clocked at different rates.

Rate relates to the linguistic 
structure



Unrolled phone decoder



Unrolled syllable decoder



Unrolled full decoder



Inference Options

Take the mean of the sentence embedding distribution

● This is just the zero vector

Utterance 
prosodyLinguistic features

𝝁 𝞼



Inference Options

Take the mean of the sentence embedding distribution

● This is just the zero vector

Sample from the sentence embedding distribution

● A range of natural prosody, 
but no obvious mapping to a given meaning
or intention

Utterance 
prosodyLinguistic features

𝝁 𝞼



Inference Options

Take the mean of the sentence embedding distribution

● This is just the zero vector

Sample from the sentence embedding distribution

● A range of natural prosody,
but no obvious mapping to a given meaning
or intention

Acoustic Prosodic Features

● Not useful on its own, but
● Can change the speaker id in a multi-speaker model
● Can encode with one sentence, and decode with another

Utterance 
prosodyLinguistic features

𝝁 𝞼



Examples: sampling the embedding space

Natural speech Encode-decode Zero embedding LSTM Sampling

https://docs.google.com/file/d/1S7TWcEDW-Qh4sJfT2l2kiX8jGnLKyhlB/preview
https://docs.google.com/file/d/1oTIqQk359pdA5qpRcZYfo1WX37Pk497K/preview
https://docs.google.com/file/d/1iKytoJlDjy59-PjfTaLDIK99ZYrpJaP9/preview
https://docs.google.com/file/d/1XV4_8S33YCej7sQGjHJWmUe3kb6kqAUB/preview
https://docs.google.com/file/d/1e82JIHugw9OV_kbMcNx0RGD0gHJiKZ7j/preview
https://docs.google.com/file/d/12f3V0jmIZa1UymbVpqjvLDBrExLlgiB6/preview
https://docs.google.com/file/d/1tAu8Jx8fIEV1gVGsSfdarofSXDsl7gY1/preview


Examples: encoder-decoder prosody 
transfer
Natural speech TTS

speaker transfer

https://docs.google.com/file/d/1kL8jGr5wx0w0fmg6Wjj4y8nKJsC_ZGQ8/preview
https://docs.google.com/file/d/1ittgxTsExz80yo-oSyDzu5gOtR0K6xsk/preview
https://docs.google.com/file/d/1sszjMQDo04NKJ_OqREDrzjbZ8O_-7jPx/preview


Examples: encoder-decoder prosody 
transfer
Natural speech TTS

speaker transfer

What's large, grey, and doesn't matter? An irrelephant.

syl syl syl syl syl-syl syl-syl? syl syl-syl-syl-syl!

syl syl-syl syl-syl syl syl syl? syl syl-syl!
What’s taken before you get it? Your picture!

text transfertext and speaker transfer

https://docs.google.com/file/d/1kL8jGr5wx0w0fmg6Wjj4y8nKJsC_ZGQ8/preview
https://docs.google.com/file/d/1ittgxTsExz80yo-oSyDzu5gOtR0K6xsk/preview
https://docs.google.com/file/d/1sszjMQDo04NKJ_OqREDrzjbZ8O_-7jPx/preview
https://docs.google.com/file/d/1aMaaJiFkTc-7brZkMHzepg0F80hNlOn5/preview
https://docs.google.com/file/d/1LEbnJU_kZUVwRiiYpPZqk-75YAsuj2Ri/preview
https://docs.google.com/file/d/1wL5FK31gGRxNdlQw3mFUHBTrjS0dIRJZ/preview


How robust is this transfer?

Examples: encoder-decoder prosody 
transfer
Natural speech TTS

speaker transfer

What's large, grey, and doesn't matter? An irrelephant.

syl syl syl syl syl-syl syl-syl? syl syl-syl-syl-syl!

syl syl-syl syl-syl syl syl syl? syl syl-syl!
What’s taken before you get it? Your picture!

text transfertext and speaker transfer

text transfer

https://docs.google.com/file/d/1kL8jGr5wx0w0fmg6Wjj4y8nKJsC_ZGQ8/preview
https://docs.google.com/file/d/1ittgxTsExz80yo-oSyDzu5gOtR0K6xsk/preview
https://docs.google.com/file/d/1sszjMQDo04NKJ_OqREDrzjbZ8O_-7jPx/preview
https://docs.google.com/file/d/1aMaaJiFkTc-7brZkMHzepg0F80hNlOn5/preview
https://docs.google.com/file/d/1LEbnJU_kZUVwRiiYpPZqk-75YAsuj2Ri/preview
https://docs.google.com/file/d/1wL5FK31gGRxNdlQw3mFUHBTrjS0dIRJZ/preview
https://docs.google.com/file/d/17Cf4FkYDIYB3Apm5bHEZ_45cfvhUXT3q/preview
https://docs.google.com/file/d/1T9NM9Ne4u10LNT_RVZgoSVY3QEeQx6yh/preview


Source:  Lorem ipsum dolor sit amet, consectetur adipiscing elit. Duis non erat sem

CHiVE summary
Pros

● Easy to train
● Models latent variation in intonation well

Cons

● Hard to choose right prosody when only given the text.



Style Tokens
There is more to prosody than intonation!

● Would like to control speaking style
● Specifically interested in long-form tasks like book reading

Can we learn unsupervised labels that account for style?



Tacotron with a reference encoder 
architecture

(Skerry-Ryan et al 2018)



Style token architecture

(Wang et al 2018)



Style selection 



Style Token examples

Token A

Token B

Token C

Token D

Token E

There are several listings 
for gas station.

The forecast for San Mateo tomorrow 
is 61 degrees and mostly sunny.

https://docs.google.com/file/d/1rSV0S0skJi8UzsyHYlOn6b541K0pbzao/preview
https://docs.google.com/file/d/10lXB3w_TgMPSJ46O_p6JaENpXv7-zrMB/preview
https://docs.google.com/file/d/1tocy_hbTtep9aZD6lT9RclzEFZruJSyJ/preview
https://docs.google.com/file/d/1EhASkAdPL-Ai0rNqj2umr_xeaumIQXps/preview
https://docs.google.com/file/d/1YLNeNFsajfWzTMKG1lY1thp72Dtars8p/preview
https://docs.google.com/file/d/1B286oPknTTSpRPbo3ynjtmbIGAUCaL7R/preview
https://docs.google.com/file/d/1SfndVz4K0FXDCBY_wxLOqHZK4R1aioIl/preview
https://docs.google.com/file/d/136bi5JaNZMVWFsmAzWrCyyciAf6rngRg/preview
https://docs.google.com/file/d/1Bz5o-DIf6rKEoDn-pdsAr9EBkwmKLaR9/preview
https://docs.google.com/file/d/1BZovGqRnkUiDRDJwPDiz4s9RrZiSQizs/preview


Style transfer



Style transfer examples

“Pull his canoe home 
with your line, Fisherman.”

“You are not so important after 
all, Pau Amma,' he said.”

Tacotron 
Synthesis

Reference 
natural speech

Without style 
tokens

With style 
tokens

https://docs.google.com/file/d/1Z0Xu31J_gZMnI_TRwD5YK1QejrpU_jT4/preview
https://docs.google.com/file/d/1RYp5yEG43CAZBl-17X_e-jgoR3xxg6sQ/preview
https://docs.google.com/file/d/1GCzA3Tz9jJKzx9y1yeNADiLGkoprdnEN/preview
https://docs.google.com/file/d/1PI7SeOS4Yze_ivOxmNnrBv388IWxvgdx/preview
https://docs.google.com/file/d/1Y7_a4w2X7WwlH6x_lsz3Cln_qHt7xRN9/preview
https://docs.google.com/file/d/1v76LV1rY2xyv5klIcALYI1Imhyb9WwoM/preview


Non-Parallel style token transfer

“He was pale as smoke, and Harry 
could see right through him to the 

dark sky and torrential rain 
outside. "You look troubled, young 

Potter," said Nick, folding a 
transparent letter as he spoke and 

tucking it inside his doublet. "So 
do you," said Harry.”

“Something, however, happened this 
time that had not happened before; 
his stare into my face, through the 
glass and across the room, was as 

deep and hard as then, but it quitted 
me for a moment during which I 

could still watch it, see it fix 
successively several other things.”

Tacotron 
Synthesis

Reference 
natural speech

Without style tokens With style tokens

https://docs.google.com/file/d/1M7S_WjPDC-D4JfNFTRf5iDrGihmbWq1g/preview
https://docs.google.com/file/d/1HOK62i7Vrml0c0CvrY3MBRaTVeLP8lG9/preview
https://docs.google.com/file/d/1Xt7H8RW86j4hwK2uN90uZ2UAoTTIqPw5/preview


Style token summary
Pros

● Style tokens are simple and powerful
● General technique for uncovering latent variation in speech data

○ Speaker ID, noise etc.

Cons

● Generally interpretable, but not always easy to isolate specific effects into a 
single style token



New challenges



Evaluating Prosody

Moving from naturalness to appropriateness

Need the rater to understand the situation the utterance is being 
spoken in.

● Describe the situation
○ Provide more detailed instructions

● Simulate the situation
○ Provide the text and audio for the previous 

discourse
Intelligibility

Naturalness

Appropriateness



Need for better metrics

Need research to ensure that we can perform useful 
evaluations.

Appropriateness

Intonation

style

emotion

Content Voice



Other challenges

Separating out different aspects of prosody

● E.g. style has a component of speaking rate

Lack of NLU!

Multi-speaker models

Multi-language models

Ethics of TTS



Conclusions

We’ve come a long way recently!

For TTS to continue to get better we need to be less isolated



Thank you!
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